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1 Context and topic description

Aerial images can be considered as special type of images captured from airplanes, drones or satellites
with different altitudes and resolutions. The object detection benchemarking on different datasets shows
that the performance is higher on natural images (e.g. PASCAL VOC, MS COCO) than on aerials images
such as DOTA and DIOR datasets. Indeed, the recent research reveals that several challenges still remain
with current techniques for aerial images. One example is that, for training-based applications, a huge
computational time is required during the training stage due to the potentially high resolution of the
aerial images, which often leads to performance degradation with limited computational resources.

In this thesis topic, we are interested in the development of Object Detection (OD), Object Tracking
(OT) and Multi-Object Tracking (MOT) deep learning-based algorithms in aerial images. In particular,
we will address the following challenges:

1. Detection of Small Size Objects – As mentioned in [1], the object size on the image has a strong
impact on the detection performance because of the amount of detail representing the object. The
development of models such as Faster R-CNN, a deep convolutional network used for object detec-
tion, appears to the user as a single, end-to-end, unified network. It is one of the most important
models employed in OD because of its architecture and its good speed/accuracy relation [1, 2].
single-shot Detector (SSD) is another important object detection model. Without the delegated
region proposal network, it predicts the boundary boxes and the classes directly from feature maps
in one single pass [3]. Moreover, the architectures with different feature extractors [1] can guarantee
a better equilibrium between the accuracy and the speed for the detection problem. However, these
methods are not well suited for the detection of small objects.

2. Temporal Analysis of Videos – The object tracking is usually associated with video analysis which
is difficult to implement in real-time, requiring significant hardware power to identify and track
each object [2]. Camera movement during the detection is another big challenge as it is shown in [2]
that the influence of the camera movement decreases the tracking performance in the framework of
video analysis. It is therefore interesting to exploit different models and strategies to search for the
best architecture for both the detection and the continuous tracking problem. The link between
the object tracking and the video analysis will also be investigated.

3. Scalability of Models for Real-Time Applications – The tracking performance usually depends on the
computational power which limits the number of images to be analyzed per second (FPS) [1]. GPU
is often used in OD to accelerate the training process and to increase the FPS for implementation.
It is therefore possible to include the with/without implementation comparison while analyzing
the tracking process. Another interesting research track is the application of different strategies to
avoid the temporal analysis directly by the model. One possible way is to adapt the STAR-RGB
method [4] for the object tracking.
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4. Quantity of objects detected – Another important challenge is the simultaneous detection and
tracking of multiple objects which generally limit the FPS [5]. As mentioned previously, the MOT
application requires the GPU implementation for the FPS to be acceptable. It is therefore important
to analyze the performance of different models combined with and without the use of GPUs. A
qualitative evaluation on the influence of FPS in real applications will also be performed.

2 Work Plan

We expect the work to be developed along the following plan:

1. Year 1: Bibliographic research will first be carried out. Preliminary work towards objective 1 is
expected. The best models will then be selected and will be followed by work towards objective 2.

2. Year 2: With the results of the first year, the best models will be upgrade

3. Year 3: Once all the objectives have been achieved, it will be possible to open up to perspectives
and carry out more tests for real situations. The writing of the manuscript will then be expected
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