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Description : Artificial intelligence (AI) methods grounded on explicit symbolic representations of knowledge
remain an active area of research. This is the case despite the impressive success recently achieved by AI systems
based on statistical methods such as deep learning and alike. Indeed, in numerous AI application scenarios, there is a
need to know how declarative knowledge is represented as a knowledge base (KB) and what conclusions follow from
it in a principled way, i.e., through the application of logical rules formalising widely accepted reasoning principles.
A particular feature of logic-based approaches to AI is the fact that they lend themselves naturally to being explained,
making it possible for users to trace back the relevant portion of knowledge in a KB playing a role in drawing a given
conclusion. This is particularly useful in medical decision-support systems where healthcare practitioners frequently
need to know more about a given conclusion before making a decision.

Description logics (DLs) are among the logical formalisms that are central to many modern AI applications. This
is primarily due to the fact they provide the logical foundations of formal ontologies, a pivotal component of semantic
technologies meeting a great deal of applications, in particular in the medical domain. For instance, a large number of
biomedical ontologies are represented in some sublanguage of the OWL 2 Profile corresponding to a variant of DLs
such as EL, EL++ [1] and others.

Since formal ontologies are meant to capture human knowledge about a given domain, they are prone to containing
exceptions, which can lead to inconsistency. Furthermore, unlike (classical) mathematical reasoning, which is always
sound and unrevisable, human reasoning is often tentative, incomplete, and, as a result, naturally up for revision.
Therefore, endowing DLs with defeasible-reasoning features is a promising endeavour, drawing on a well-established
body of research on non-monotonic reasoning in the field of knowledge representation and reasoning. Preferential
extensions of DLs turn out to be particularly promising, mostly because they are based on an elegant, comprehensive
and well-studied framework for non-monotonic reasoning in the propositional case proposed by Kraus, Lehmann and
Magidor in the early 1990s, the so-called KLM approach [6].

In recent work [2], we have provided a comprehensive framework for the formal basis of defeasible reasoning
in DLs by (i) defining a general and intuitive semantics; (ii) showing a corresponding representation result linking
the semantics with the KLM-style properties; (iii) presenting an appropriate analysis of entailment in the context
of ontologies with defeasible information, and (iv) providing an implementation of the underlying theory and an
accompanying set of experiments run on sizeable ontologies with defeasible information. Part of the research to be
conducted in this PhD proposal is to extend the work mentioned above by introducing defeasibility for various reason-
ing services, particularly conjunctive queries for DLs. In particular, we intend to (i) extend the formal semantics for
defeasibility in DLs to encompass conjunctive queries for DLs, and (ii) investigate efficient algorithms for defeasible
conjunctive queries in so-called lightweight DLs, namely the EL and DL-Lite families.

Despite the advantages logic provides in terms of modelling intuitiveness, explainability, and verifiability, its
indiscriminate use often comes with a high cost: The computational complexity of query answering for logical lan-
guages of highly expressive power is intractable in the general case. This means purely logic-based approaches to
(classical or non-classical) reasoning over large medical ontologies do not scale well in practice. This forms part of
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the argument for an exploration of the so-called neuro-symbolic approaches to AI, which are acknowledged by the
AI community as a new frontier.

Powerful LLM-based tools such as ChatGPT, GPT4 [9] are based on statistical approaches such as neural networks
and deep learning. Deep-learning methods involve training multi-layered neural networks to optimise an objective
function, such as minimising prediction error or reconstructing input data. The learning process seeks convergence,
in which model parameters are iteratively updated until the objective function stabilises, i.e., the neural network has
found parameter values that minimise prediction errors on the training data. The output of the training process is
a trained model that can be used to make predictions on new and unseen data. For instance, one can provide as
input a large set of labelled graphs for training a neural network. The trained model can predict properties of a new
graph, such as the presence of specific sub-graph patterns, without the need for exhaustive exploration as required by
symbolic methods [10]. This principle of deep learning has opened up a new research field, namely neuro-symbolic
computing [5], which aims at integrating two of the most fundamental cognitive abilities humans possess: the ability
to learn from the environment, and the ability to reason from what has been learned [10, 7].

The poor performance of existing DL reasoners for large-scale ontologies stems from the nondeterminism result-
ing from logical constructors such as disjunction, negation, and number restrictions [8], which are very useful in the
specification of biomedical ontologies [3]. These reasoners are based on tableaux or saturation algorithms that are
forced to create several graphs when dealing with disjunction, negation, and number restrictions in the graph labels,
since they have to store all of these graphs to be able to backtrack whenever the non-deterministic choice that has been
made is a bad one. This leads to generating an exponential number of different graphs in the worst case. By integrat-
ing a trained model resulting from a neural network into a tableau-based algorithm, one can consult the model during
the proof search and get a suggestion on more promising paths when dealing with nondeterminism. Such a trained
model should result from a large dataset of training graphs generated by classical reasoners run offline on a large set
of ontologies. Therefore, the main goal of this doctoral research project is the proposal of a neuro-symbolic approach
consisting in the integration of a neural network within reasoning algorithms for querying large DL ontologies.

It is strongly expected that the successful candidate will implement the proposed methods, integrate them into
inference engines such as OntoRev [4] or Staré1 developed by the hosting team, and evaluate the methods with large-
scale biomedical ontologies containing nondeterministic constructors.
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