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Context:  
Recent vision-language models (VLMs) such as GPT-4V [1] and LLaVA [2] have sparked interest in automated radiology 
reporting, yet three barriers still block routine clinical use: 1/ Misplaced visual focus – models attend to artefacts or normal 
anatomy while missing subtle, clinically relevant findings;  2/ Hallucinated statements – reports may invent or misclassify 
lesions because image evidence is weakly grounded and 3/ Low clinician trust – training on static image–text pairs hide how 
radiologists actually read images, offering no transparent confidence signal. Radiologists’ eye-gaze naturally reveals where 
experts look and how they reason. Capturing this signal during routine reading lets us turn gaze into a live feedback channel 
for reinforcement learning [3], guiding VLMs to “see” like experts and to speak with greater clinical fidelity. 
Objectives 

1. Gaze and VLM – fuse real-time fixation information with image deep representation so the model’s attention aligns 
with radiologists’ visual search patterns. 

2. Gaze and reinforcement learning – train with two rewards: Visual-grounding reward (encourages overlap between 
model attention and expert gaze) and Diagnostic-preference reward (thumbs-up/-down on generated sentences) 

3. Uncertainty-aware deployment [4]– introduce a Gaze–Report Consistency Score that combines spatial alignment and 
language plausibility to flag reports that deserve extra review. 

4. Continual human-in-the-loop learning – stream radiologists’ on-the-fly corrections (edited text or gaze re-
annotations) back into the model, preventing drift and catastrophic forgetting. 

Key Innovations: 
1. Gaze as a grounding signal – converts passive eye-tracking into active supervision that links pixels with diagnostic 

language. 
2. Dual-channel RL – unifies gaze alignment and binary expert feedback to curb hallucinations and enforce evidence-

based wording. 
3. Explainability by design – delivers an intuitive trust cue (consistency score) without interrupting clinical workflow. 
4. Self-improving clinical AI – closes the loop between expert knowledge and model updates, keeping the system 

current with evolving standards. 
By embedding expert gaze and feedback directly into the learning process, this project seeks to produce VLMs that generate 
radiology reports clinicians can understand, trust, and adopt in everyday practice. 
It is worth noting that we have already formalized a collaboration with Northwestern University’s Department of 
Radiology (Bagci Lab) [5] to run an eye-tracking study with practicing radiologists, building on our recent ETRA-2025 [6] 
and CVPR-W-2025 [7] papers that showed medical gaze can significantly improve AI grounding and accuracy. 
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